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Abstract

The values of options on realized variance are significantly impacted by the discrete sampling of realized variance and may be substantially higher than the values of options on continuously sampled variance. Under general stochastic volatility dynamics, we analyze the discretization effect and obtain an analytical correction term to be applied to the value of options on continuously sampled variance. The result allows for a straightforward implementation in many of the standard stochastic volatility models proposed in the literature. Finally, we compare the performance of different numerical methods for pricing options on discretely sampled variance and give recommendations based on the option’s characteristics.
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1 Introduction

Early literature on variance derivatives assumed continuous sampling of the realized variance. The first contribution belongs to Dupire(1993) and Neuberger(1994) who introduced the concept of the log-contract and argued that delta hedging this contract leads to the replication of the continuously
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sampled variance. Carr, Madan (1998) subsequently extended the results and showed how variance swaps (as well as corridor variance swaps) can be replicated by a static position in a continuum of vanilla options, dynamically delta-hedged with the underlying asset. Broadie, Jain (2008) further show that volatility derivatives can be dynamically hedged using variance swaps and a finite number of European options. For a detailed overview of the various theoretical developments, we refer the reader to Carr, Lee (2009).

In derivative markets, variance contracts are specified with discrete sampling; in particular, daily sampling is the most common convention. For linear contracts on realized variance (such as variance swaps), the discretization effect is usually small, as found in Broadie, Jain (2008). The explanation follows from the fact that linear contracts on variance do not depend on the volatility of variance. Itkin, Carr (2010) used the method of forward characteristic functions to show how to price discrete variance swaps in general time-changed Lévy models. Under the assumption of a stochastic clock independent of the driving Lévy process, section 6 in Carr, Lee and Wu (2010) shows that discrete sampling increases the value of variance swaps.

For non-linear contracts on variance (such as options on variance) the discretization effect becomes substantial, especially for shorter maturities. The short-time limit of the discretization gap, under general semi-martingale dynamics, has been derived recently in Keller-Ressel, Muhle-Karbe (2011); the authors also develop Fourier pricing methods for options on discrete variance under exponential Lévy dynamics. In the context of the Heston (1993) model, Sepp (2012) proposes an approximation by combining the distribution of quadratic variation in the Heston (1993) model with that of discrete variance in an independent Black, Scholes (1973) model. The approach leads to a tractable characteristic function for the discretely sampled variance and provides good accuracy near the at-the-money region, across maturities.

In this paper we provide a comprehensive treatment of the discretization effect under general stochastic volatility dynamics. Additionally, we do not restrict attention to particular strike ranges or to particular maturity ranges. We begin by proving that, conditional on the realization of the instantaneous variance process, the (properly scaled) residual randomness arising from discrete sampling can be well approximated with a normally distributed random variable (as formulated in Theorem 2.1 of the following section). In the financial econometrics literature, see Barndorff-Nielsen, Shephard (2002), and more generally, Barndorff-Nielsen et al. (2006), related results were obtained and used in the analysis of high frequency data and the estimation of stochastic volatility models. In contrast, we adopt a conditional approach, which was pioneered in the study of stochastic volatility models by Hull, White (1987), in the case of zero correlation between volatility and the underlying asset, and by Romano, Touzi (1997) and Willard (1997) in the case of non-zero correlation. Additionally, as made precise in the next section, we consider a different limiting sequence, which accounts for the correlation

induced terms in the discrete variance.

In a first step, we reduce the dimensionality of the Monte-Carlo pricing scheme by eliminating the need to simulate the path of the log-returns. In a second step, a further simplification makes possible to avoid the simulation of the instantaneous variance path, by simulating directly from the distribution of the integrated continuous variance. Most importantly, a variation on the latter approach – termed hereafter the conditional Black-Scholes scheme – leads to an explicit discretization adjustment term, for which two simple analytic representations are provided in equations (23) and (24). This explicit discretization adjustment term is easily computable by standard Fourier transform methods, in any stochastic volatility model with a closed-form expression for the characteristic function of continuously sampled variance, e.g. Heston(1993) or the 3/2 model in Lewis(2000) and Carr, Sun(2007).

The rest of the paper is organized as follows. In Section 2, the core section, we develop the theoretical results and also define the proposed numerical schemes, specifically, the Monte Carlo and the Fourier based methods. Section 3 includes an overview of the numerical methods analyzed and Section 4 presents the performance of the different pricing schemes. The final section summarizes the conclusions. Proofs not given in the main text, as well as additional numerical results, can be found in the Appendix.

2 Options on discretely sampled variance

In this section we study the magnitude of the discretization effect in valuing options on realized variance.

2.1 Model

We start by setting a general stochastic volatility framework. We consider a filtered probability space \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{Q})\) satisfying the usual conditions and let \((B_t, W_t)_{t \geq 0}\) be a two-dimensional Brownian motion with correlation \(\rho\). Additionally, let \((N_t)_{t \geq 0}\) be an independent Poisson process with constant intensity \(\lambda\). Assume that the stock price and its instantaneous variance \((S_t, v_t)_{t \geq 0}\) satisfy the following dynamics under a pricing measure \(\mathbb{Q}\):

\[
\frac{dS_t}{S_{t-}} = (r - \delta - \lambda \mathbb{E}(e^{Z_t} - 1))dt + \sqrt{v_t}dB_t + (e^{Z_t} - 1)dN_t \tag{1}
\]

\[
\frac{dv_t}{v_t} = a(v_t)dt + b(v_t)dW_t \tag{2}
\]

where \(a : \mathbb{R}_+ \to \mathbb{R}\) and \(b : \mathbb{R}_+ \to \mathbb{R}\) are Borel measurable functions such that the two-dimensional SDE (1), (2), admits a unique and non-exploding solution \((S_t, v_t)_{t \geq 0}\). The jump size in the log-return at time \(t\) is denoted by \(Z_t\); jump sizes are assumed to be independent and identically distributed and to follow a normal distribution \(\mathcal{N}(\mu_Z, \sigma_Z^2)\). The risk free interest rate, dividend
yield and correlation parameters are denoted by \( r, \delta \) and \( \rho \) respectively. A large number of stochastic volatility models proposed in the literature belong to this framework. Important examples include Scott(1987), Heston(1993) and the 3/2 model discussed in Lewis(2000) and Carr, Sun(2007).

Consider a finite maturity \( T > 0 \) and let \( 0 = t_0 < t_1 < t_2 < \ldots < t_n = T \) be an equally spaced partition of \([0, T] \) with step-size \( \Delta = \frac{T}{n} \). The (annualized) discretely sampled variance of \( \log(S_t) \) over \([0, T] \) is defined as

\[
RV_n = \frac{1}{T} \cdot \sum_{i=1}^{n} \log^2 \left( \frac{S_{t_i}}{S_{t_{i-1}}} \right),
\]

(3)

A standard result in stochastic calculus (see, for example, Revuz, Yor (1999)) establishes that, as \( n \to \infty \), \( RV_n \) converges in probability to the continuously sampled variance (or quadratic variation) of \( \log(S_t) \) over the interval \([0, T] \) and scaled by the annualization factor \( \frac{1}{T} \). Specifically, in our setup we have

\[
\lim_{n \to \infty} RV_n = \frac{1}{T} \mathbb{E} \left[ \log(S_T) \right] = \frac{1}{T} \left( \int_0^T v_t dt + \sum_{0 \leq t \leq T} Z^2_t \Delta N_t \right),
\]

where \( \lim \) denotes the limit in probability. In practice, variance contracts must be specified by using discrete sampling. For example, a call option on realized variance with maturity \( T \) and volatility strike \( \sigma_K \) delivers, at time \( T \), the payoff:

\[
VN \cdot \left( \frac{1}{T} \cdot \sum_{i=1}^{n} \log^2 \left( \frac{S_{t_i}}{S_{t_{i-1}}} \right) - \sigma^2_K \right),
\]

where \( VN \) is a constant known as the variance notional; throughout this section, we set \( VN = 1 \). Our goal here is to compare the prices of options on discretely sampled variance to those of options on quadratic variation. An application of Itô’s lemma to \( \log(S_t) \) gives

\[
d \log(S_t) = \left( r - \delta - \frac{v_t}{2} - \lambda \mathbb{E} [e^{Z^2} - 1] \right) dt + \sqrt{v_t} dB_t + Z_t dN_t
\]

from where, each discrete log-return can be written as

\[
\log \left( \frac{S_{t_i}}{S_{t_{i-1}}} \right) = \left( r - \delta - \lambda \mathbb{E} [e^{Z^2} - 1] \right) \cdot \frac{T}{n} - \frac{1}{2} \int_{t_{i-1}}^{t_i} v_s ds + \int_{t_{i-1}}^{t_i} \sqrt{v_s} dB_s + \sum_{k=N_{t_{i-1}}+1}^{N_{t_i}} Z_k
\]

for all \( i \in \{1, 2, \ldots, n\} \). In what follows we denote by \( \mathcal{F}^W_t \) the filtration generated by the Brownian motion \( W_t \) driving the variance diffusion \( v_t \); we recall that the process \( v_t \) serves to model the (stochastic) instantaneous variance of the asset price. A key observation is that, conditional on \( \mathcal{F}^W_t \), the log-returns \( \log \left( \frac{S_{t_i}}{S_{t_{i-1}}} \right), i = \{1, 2, \ldots, n\} \), form a sequence of independent normally distributed (but not identically) random variables.
Using that
\[ E \left[ \sum_{k=N_{t_i-1}+1}^{N_{t_i}} Z_k \right] = \frac{T}{n} \mu_Z \]
and
\[ \text{Var} \left( \sum_{k=N_{t_i-1}+1}^{N_{t_i}} Z_k \right) = E \left[ \text{Var} \left( \sum_{k=N_{t_i-1}+1}^{N_{t_i}} Z_k \right) \right] + \text{Var} \left( E \left[ \sum_{k=N_{t_i-1}+1}^{N_{t_i}} Z_k \right] \right) \]
\[ = \frac{\lambda T}{n} \sigma_Z^2 + \frac{\lambda T}{n} \mu_Z^2, \]
we can conclude that:
\[ \log \left( \frac{S_{t_i}}{S_{t_{i-1}}} \right) \bigg|_{\mathcal{F}_W^T} \sim N \left( \mu_{n,i}, \sigma_{n,i}^2 \right) \] (4)
with means and variances \( \mu_{n,i} \) and \( \sigma_{n,i}^2 \) given by
\[
\mu_{n,i} = \left( r - \delta - \lambda \left( e^{\mu_Z + \frac{1}{2} \sigma_Z^2} - 1 \right) \right) \cdot \frac{T}{n} - \frac{1}{2} \int_{t_{i-1}}^{t_i} v_s ds + \rho \int_{t_{i-1}}^{t_i} \sqrt{v_s} dW_s
\]
\[
\sigma_{n,i}^2 = (1 - \rho^2) \int_{t_{i-1}}^{t_i} v_s ds + (\mu_Z^2 + \sigma_Z^2) \frac{T}{n}.
\]
for all \( n \geq 1 \).

The result in (4) follows immediately from the property that the Brownian integral of any deterministic, locally-bounded function is a Gaussian process (see, for example, Revuz, Yor(1999)) and that jump sizes form an independent normally distributed sequence. We note that, in the absence of jumps, conditional on \( \mathcal{F}_W^T \), the continuously sampled variance \( \frac{1}{T} \int_0^T v_t dt \) is just a constant, whereas the discretely sampled variance \( RV_n \) still has a residual randomness driven by \( B_t \). In practice, for typical parameter values, this residual randomness is not negligible and can lead to substantially higher prices for options on discretely sampled variance, especially for maturities less than one year.

\section*{2.2 Distribution of \( RV_n \) conditional on \( \mathcal{F}_t^W \)}

We formulate here the main theorem which plays a key role in the numerical schemes proposed.
**Theorem 2.1.** Conditional on $F^W_T$, the discretely sampled realized variance

$$RV_n = \frac{1}{\Delta \cdot n} \cdot \sum_{i=1}^{n} \log^2 \left( \frac{S_{t_i}}{S_{t_{i-1}}} \right)$$

converges in distribution to a normal random variable. More precisely, as $n \to \infty$, we have

$$\frac{n \cdot \Delta}{s_n} \left( RV_n - \frac{\sum_{i=1}^{n} \mu_{n,i}^2 + \sigma_{n,i}^2}{n \cdot \Delta} \right) \xrightarrow{d} N(0,1) \quad (5)$$

where

$$s_n^2 = \sum_{i=1}^{n} 2\sigma_{n,i}^4 + 4\mu_{n,i}^2 \cdot \sigma_{n,i}^2.$$

**Remark:** Theorem 2.1 shows that the conditional distribution of $RV_n$ is asymptotically normal $N(M_n, \Sigma_n^2)$, which will prove useful in calculating the price of options on realized variance. The conditional moments are given by

$$M_n = \frac{\sum_{i=1}^{n} \mu_{n,i}^2 + \sigma_{n,i}^2}{n \cdot \Delta} \quad \Sigma_n^2 = \frac{s_n^2}{n^2 \cdot \Delta^2}.$$

We emphasize that these moments are conditional on $F^W_T$ – or alternatively – they hold given a known path of the instantaneous variance up to maturity.

**Proof of Theorem 2.1** To establish this result, we use a generalized version of the central limit theorem (CLT) for triangular arrays of unequal components. To see why this is necessary, note that for each $n \geq 1$, in the expression of $RV_n$, we have a different sequence of squared log-returns and the components of each sequence have different variances. Specifically, we shall use the Lindeberg-Feller generalized CLT (see, for example, Ferguson(1996)) as formulated in Theorem 6.1 in Appendix 6.

Define the triangular sequence $Y_{n,i} = X_{n,i}^2 - \left( \mu_{n,i}^2 + \sigma_{n,i}^2 \right)$, where $X_{n,i} = \log \left( \frac{S_{t_i}}{S_{t_{i-1}}} \right)$ is the triangular sequence of log-returns. We seek to apply the Lindeberg-Feller Theorem 6.1 to the sequence $Y_{n,i}$. By construction, the condition $E(Y_{n,i}) = 0$ is satisfied.

Making use of the conditional normality of the log-returns $X_{n,i}$ we obtain, conditionally on $F^W_T$:

$$E(Y_{n,i}^2) = 2\sigma_{n,i}^4 + 4\mu_{n,i}^2 \sigma_{n,i}^2.$$
The computation of this expectation follows from the straightforward (but tedious) use of the higher moments of the normal distribution.

Take any \( \alpha \in \left(\frac{1}{3}, \frac{1}{2}\right) \). By the local properties of Brownian paths (see, for example, Revuz, Yor(1999)), the function \( h(t) = \int_0^t \sqrt{v} \, dW_s \) is Hölder continuous with index \( \alpha \) on \([0, T]\). We conclude that there exists a positive constant \( K_1 > 0 \), independent of \( n \), such that

\[
\left| \int_{t_{i-1}}^{t_i} \sqrt{v} \, dW_s \right| = \left| h(t_i) - h(t_{i-1}) \right| \leq K_1 \cdot |t_i - t_{i-1}|^\alpha = K_1 \cdot \frac{T^\alpha}{n^\alpha},
\]

for all \( n \geq 1 \). Similarly, since the function \( g(t) = \int_0^t v \, ds \) is Lipschitz continuous on \([0, T]\), there exists a positive constant \( K_2 > 0 \), independent of \( n \), such that

\[
\left| \int_{t_{i-1}}^{t_i} v \, ds \right| = \left| g(t_i) - g(t_{i-1}) \right| \leq K_2 \cdot |t_i - t_{i-1}| = K_2 \cdot \frac{T}{n}
\]

for all \( n \geq 1 \). From the definition of \( \mu_{n,i} \), we see that for all positive integers \( n \geq T \), the following bound holds:

\[
\left| \mu_{n,i} \right| \leq \left| r - \delta - \lambda (e^{\mu Z + \frac{1}{2} \sigma^2 Z} - \mu Z - 1) \right| \cdot \frac{T}{n} + \frac{1}{2} K_2 \cdot \frac{T}{n} + |\rho| K_1 \cdot \frac{T^\alpha}{n^{\alpha}}
\]

\[
\leq \left( \left| r - \delta - \lambda (e^{\mu Z + \frac{1}{2} \sigma^2 Z} - \mu Z - 1) \right| + \frac{1}{2} K_2 + |\rho| K_1 \right) \cdot \frac{T^\alpha}{n^{\alpha}} = C_1 \cdot \frac{T^\alpha}{n^{\alpha}}.
\]  
(6)

Similarly, for \( \sigma^2_{n,i} \) we obtain

\[
\sigma^2_{n,i} \leq (1 - \rho^2) \cdot K_2 \cdot \frac{T}{n} + (\mu^2_Z + \sigma^2_Z) \frac{T}{n} = C_2 \cdot \frac{T}{n}.
\]  
(7)

We now show that the sequence \( Y_{n,i} \) satisfies the sufficient condition of Lyapunov (28) for \( \delta = 2 \). Specifically, we show that

\[
\lim_{n \to \infty} \frac{1}{s_n^2} \sum_{i=1}^{n} \mathbb{E} \left( Y_{n,i}^4 \right) = 0
\]

where

\[
s_n^2 = \sum_{i=1}^{n} \mathbb{E} \left( Y_{n,i}^2 \right) = \sum_{i=1}^{n} 2 \sigma^4_{n,i} + 4 \mu^2_{n,i} + \sigma^2_{n,i}.
\]

Similar to the computation of the second conditional moment of \( Y_{n,i} \), we can calculate its fourth moment as follows:

\[
\mathbb{E} \left( Y_{n,i}^4 \right) = 60 \sigma^8_{n,i} + 240 \sigma^6_{n,i} \cdot \mu^2_{n,i} + 48 \sigma^4_{n,i} \cdot \mu^4_{n,i} + 4 \sigma^2_{n,i} \cdot \mu^6_{n,i}.
\]  
(8)
Using inequalities (6), (7) we have for all positive integers \( n \geq T \)

\[
E(Y_{n,i}^4) \leq 60 \cdot C_2^4 \cdot \frac{T^4}{n^4} + 240 \cdot C_2^2 \cdot C_4^2 \cdot \frac{T^{3+2\alpha}}{n^{3+2\alpha}} + 48 \cdot C_2^4 \cdot C_1^4 \cdot \frac{T^{2+4\alpha}}{n^{2+4\alpha}} + 4 \cdot C_2 \cdot C_1^6 \cdot \frac{T^{1+6\alpha}}{n^{1+6\alpha}}.
\]

where we have used the fact that \( 1 + 6\alpha < 2 + 4\alpha < 3 + 2\alpha < 4 \) and \( \frac{T}{n} \leq 1 \).

By a simple application of the classic Cauchy-Schwarz (or, alternatively, Jensen’s) inequality, we also obtain:

\[
s_n^2 \geq 2 \sum_{i=1}^{n} \sigma_{n,i}^2 \geq \frac{2}{n} \left( \sum_{i=1}^{n} \sigma_{n,i}^2 \right)^2 = \frac{2}{n} (1 - \rho^2)^2 \left( \int_0^T v_t \, dt \right)^2 = \frac{C_4}{n}
\]

where \( C_4 > 0 \) does not depend on \( n \). Finally, this gives

\[
\frac{1}{s_n^4} \sum_{i=1}^{n} E(Y_{n,i}^4) \leq \frac{n \cdot C_3 \cdot \frac{T^{1+6\alpha}}{n^{1+6\alpha}}}{\frac{C_4}{n^2}} = \frac{C_3^2 \cdot T^{1+6\alpha} \cdot \frac{1}{n^6(\alpha - \frac{1}{3})}}{C_4} \to 0 \text{ as } n \to \infty
\]

where we have used that \( \alpha > \frac{1}{3} \). By the Lindeberg-Feller Theorem 6.1, we conclude

\[
n \cdot \frac{\Delta}{s_n} \left( RV_n - \frac{\sum_{i=1}^{n} \mu_{n,i}^2 + \sigma_{n,i}^2}{n \cdot \Delta} \right) = \sum_{i=1}^{n} \frac{Y_{n,i}}{s_n} \overset{d}{\to} N(0, 1).
\]

\( \square \)

### 2.3 Pricing of options on discretely sampled variance

Theorem 2.1 and basic properties of normal random variables give that, conditional on \( F^W_T \), the (undiscounted) value of the discrete variance call can be approximated by

\[
C^n(\sigma_K) = \Sigma_n \cdot \phi \left( \frac{M_n - \frac{\sigma_K^2}{\Sigma_n}}{\Sigma_n} \right) + (M_n - \sigma_K^2) \cdot N \left( \frac{M_n - \frac{\sigma_K^2}{\Sigma_n}}{\Sigma_n} \right)
\]

where \( \phi(\cdot) \) and \( N(\cdot) \) denote the density and distribution functions of the standard normal law.

As a result of this formula, given an instantaneous variance path, one can calculate \( M_n \) and \( \Sigma_n \) and derive the conditional option price using equation (9). The results derived so far indicate the following method to price options on discrete variance by eliminating the need to simulate paths of the spot price \( S_t \): for each simulated instantaneous variance path, compute the conditional option price by (9) and, finally, average over these conditional
prices. This will be the basis of two methods we will investigate for pricing options on realized variance, namely the conditional normal and simplified conditional normal methods. Later in the section, we explore ways to further simplify this conditional scheme by eliminating the need to compute the quantities $\mu_{n,i}$ and $\sigma^2_{n,i}$ for each variance path.

We remark that, on the purely theoretical front, it is possible to draw further on the tools of the generalized CLT to establish bounds on the approximation (9). These bounds are available in section 7 of the appendix.

2.4 Example of the Black-Scholes model

The standard and most basic model which fits in our framework is the Black-Scholes(1973) model, which will prove useful in our simplified conditional pricing schemes. In the standard Black-Scholes framework, we set $v_t = \sigma^2$ (a positive constant) and the log-returns now become i.i.d. normal:

$$\log\left(\frac{S_t}{S_{t-1}}\right) \sim N\left(\left(r - \delta - \frac{\sigma^2}{2}\right) \cdot \frac{T}{n}, \sigma^2 \cdot \frac{T}{n}\right)$$

which gives that the distribution of $RV_n$ satisfies

$$RV_n \overset{d}{=} \frac{\sigma^2}{n} \cdot \sum_{i=1}^{n} \left(\frac{r - \delta - \frac{\sigma^2}{2}}{\sigma} \cdot \sqrt{\frac{T}{n} + Z_i}\right)^2$$

where $Z_i$, with $1 \leq i \leq n$, here denotes a sequence of independent standard normal variables. We obtain that $RV_n \overset{d}{=} \frac{\sigma^2}{n} \cdot \chi'(n, \lambda)$ where $\chi'(n, \lambda)$ denotes the non-central chi-square distribution with $n$ degrees of freedom and non-centrality parameter $\lambda$ given by:

$$\lambda = \frac{\left(r - \delta - \frac{\sigma^2}{2}\right)^2 T}{\sigma^2}.$$ (10)

A well-known result in mathematical statistics (see, for example, the classic treatment in Muirhead(2005)) establishes the following convergence in distribution to a standard normal:

$$\frac{\chi'(n, \lambda) - (n + \lambda)}{\sqrt{2(n + 2\lambda)}} \overset{d}{\rightarrow} N(0, 1)$$

as the number of degrees of freedom $n \to \infty$. Using the value of $\lambda$ from (10), simple algebraic computations show that the distribution of $RV_n$ converges to a normal distribution with mean and variance given by:

$$N\left(\sigma^2 + \frac{(r - \delta - \frac{\sigma^2}{2})^2 T}{n}, \frac{2\sigma^4}{n} + \frac{4 \left(r - \delta - \frac{\sigma^2}{2}\right)^2 \sigma^2 T}{n^2}\right).$$ (11)
This is a special case of our more general result in Theorem 2.1. It is obtained using that, in the standard Black-Scholes model, \( \mu_{n,i} = \left( r - \delta - \frac{\sigma^2}{2} \right) \frac{T}{n} \) and \( \sigma^2_{n,i} = \sigma^2 \cdot \frac{T}{n} \) which leads to:

\[
M_n = \sigma^2 + \frac{\left( r - \delta - \frac{\sigma^2}{2} \right)^2 T}{n}
\]

\[
\Sigma_n = \sqrt{2 \frac{\sigma^4}{n} + \frac{4 \left( r - \delta - \frac{\sigma^2}{2} \right)^2 \sigma^2 T}{n^2}}
\]
as given in (11).

In the Black-Scholes model it is possible to derive an exact closed-form formula for the price of options on discrete variance. We formulate this result in Lemma 2.1 and note that it will be used in our conditional Black-Scholes scheme introduced later.

**Lemma 2.1.** In the Black-Scholes model with constant volatility \( \sigma \), we have

\[
E \left( RV_n - \sigma^2 K \right)_+ = \sigma^2 \cdot \left( 1 - F_{\chi'} \left( \frac{\sigma^2 K \cdot n}{\sigma^2} ; \lambda, n+2 \right) \right)
\]

\[+ \frac{\sigma^2 \cdot \lambda}{n} \cdot \left( 1 - F_{\chi'} \left( \frac{\sigma^2 K \cdot n}{\sigma^2} ; \lambda, n+4 \right) \right)
\]

\[- \sigma^2 \cdot \left( 1 - F_{\chi'} \left( \frac{\sigma^2 K \cdot n}{\sigma^2} ; \lambda, n \right) \right)
\]

where \( F_{\chi'} (\cdot; \lambda, n) \) denotes the non-central chi-square CDF with \( n \) degrees of freedom and non-centrality parameter \( \lambda \); the value of \( \lambda \) is given by (10).

**Proof** See Appendix.

\( \square \).

### 2.5 Option pricing in a general stochastic volatility model

We now return to the general stochastic volatility case and seek to derive further simplified versions of the conditional pricing scheme implied by Theorem 2.2 and approximation (9). We note that, in a separate study, Sepp(2012) explores a different approach to adjusting for the discretization effect. Specifically, the discretization effect is treated independently by making the following approximation, in distribution:

\[
RV_n \overset{d}{=} \frac{1}{T} \int_0^T v_t dt - E^Q \left( \frac{1}{T} \int_0^T v_t dt \right) + RV_n^{BS}
\]

where \( RV_n^{BS} \) is the discretely sampled variance in an independent Black-Scholes model with time-dependent volatility \( \sigma(t)^2 = E^Q(v_t) \); we remark
that, in the presence of jumps, equation (13) involves a small modification and we refer the reader to Sepp(2012) for details. Given that, in a Black-Scholes model, the Fourier-Laplace transform of discretely sampled variance is easily obtained in closed-form and using the independence assumption, we can approximate the transform of \( RV_n \):

\[
L(\lambda) = E^Q \left( e^{-\lambda \cdot RV_n} \right) \simeq e^{\lambda M} \cdot L_{QV}(\lambda) \cdot L_{RV,BS}(\lambda)
\]

where \( M = E^Q \left( \frac{1}{T} \int_0^T v_t dt \right) \) and \( L_{QV}(\lambda) \) is the transform of continuously sampled variance. As in several stochastic volatility models \( L_{QV}(\lambda) \) is known in closed-form, this approach is attractive from the standpoint of using semi-analytical transform techniques and provides good accuracy for near the at-the-money region.

We will propose an alternative, transform-based approach, which does not rely on an independence assumption. The advantage will be that it leads to improved accuracy for out-of-the-money options. The magnitude of the discretization effect depends on the realization of continuously sampled variance; the smaller (larger) the latter, the smaller (larger) the discretization effect. Ignoring this dependence, will tend to overprice out-of-the-money variance puts and underprice out-of-the-money variance calls.

The following lemma will prove useful in our calculations. It was given in Barndorff-Nielsen, Shephard(2002), under the assumption of a variance process of finite variation. This would be unsuitable for our dynamics (2) of \( v_t \) but, fortunately, the assumption can be removed and, hence, we modify its statement accordingly.

**Lemma 2.2.** Let \((v_t)_{t\geq 0}\) be a process which is a.s. locally bounded and has at most a countable number of discontinuity points on every finite interval. Then, for any fixed \( T > 0 \) and positive integer \( k \in \mathbb{N}\setminus\{0\} \) we have

\[
\frac{n^{k-1}}{T^{k-1}} \cdot \sum_{i=1}^{n} \left( \int_{\frac{i}{n}T}^{\frac{i+1}{n}T} v_t dt \right)^k \to \int_0^T v_t^k dt \quad \text{a.s.}
\]

as \( n \to \infty \).

**Proof** The proof is identical to Barndorff-Nielsen, Shephard (2002) except that we do not require the process \((v_t)_{t\geq 0}\) to be of locally bounded variation. The argument only requires that \( v_t^k \) be (a.s.) Riemann integrable on \([0, T]\), a condition which is satisfied under our assumptions for Lemma 2.2 (by, for example, Theorem 6.10 in Rudin (1976)).

Recall that, by Theorem 2.1, the conditional distribution of \( RV_n \) (i.e. given a path of the instantaneous variance) satisfies \((RV_n | \mathcal{F}_T^W - M_n) / \Sigma_m \xrightarrow{d}\)
\( N(0, 1) \) where

\[
M_n = \frac{\sum_{i=1}^{n} \mu_{n,i}^2 + \sigma_{n,i}^2}{n \cdot \Delta},
\]

\[
\Sigma_n^2 = \frac{s_n^2}{n^2 \cdot \Delta^2} = \frac{\sum_{i=1}^{n} 2\sigma_{n,i}^4 + 4\mu_{n,i}^2 \cdot \sigma_{n,i}^2}{n^2 \cdot \Delta^2}.
\]

The simplified conditional schemes will set the variance-spot correlation \( \rho \) to zero. It turns out that setting \( \rho = 0 \) has little material impact on the prices of discrete variance options. To see this intuitively, note that, in the limit of continuous sampling, the correlation parameter plays no role in the price of variance options. In the numerical examples, we will see that for typical market parameters with strongly negative correlation, the simplified schemes perform very well.

We next want to apply Lemma 2.2 to obtain an approximation for \( M_n \) and \( \Sigma_n^2 \). Fix the following notations for real sequences \((a_n)_{n \geq 1}\) and \((b_n)_{n \geq 1}\): write \( a_n = o(b_n) \) iff \( \lim_{n \to \infty} |a_n/b_n| = 0 \) and \( a_n = O(b_n) \) iff \( \limsup_{n \to \infty} |a_n/b_n| < \infty \). Firstly, observe that our instantaneous variance process \((v_t)_{t \in [0, T]}\), having a.s. continuous paths, clearly satisfies the assumptions of Lemma 2.2. Hence, letting \( I_k = \frac{1}{T} \int_0^T v_t^k dt \) and recalling that, for \( \rho = 0, \sigma_{n,i}^2 = \int_{t_{i-1}}^{t_i} v_t dt \), we obtain by Lemma 2.2:

\[
\frac{1}{T} \sum_{i=1}^{n} \sigma_{n,i}^4 = \frac{T}{n} \cdot I_2 + o \left( \frac{1}{n} \right)
\]

(14)

\[
\frac{1}{T} \sum_{i=1}^{n} \sigma_{n,i}^6 = \frac{T^2}{n^2} \cdot I_3 + o \left( \frac{1}{n^2} \right).
\]

(15)

Also, we note that \( \frac{1}{T} \sum_{i=1}^{n} \sigma_{n,i}^2 = I_1 \). Expanding \( \mu_{n,i}^2 \), we have:

\[
\mu_{n,i}^2 = (r - \delta)^2 \frac{T^2}{n^2} - (r - \delta) \frac{T}{n} \cdot \int_{t_{i-1}}^{t_i} \mu_{n,i}^2 v_t dt + \frac{1}{4} \left( \int_{t_{i-1}}^{t_i} \sigma_{n,i}^2 v_t dt \right)^2
\]

\[
= (r - \delta)^2 \frac{T^2}{n^2} - (r - \delta) \frac{T}{n} \cdot \sigma_{n,i}^2 + \frac{1}{4} \sigma_{n,i}^4
\]

and, writing \( T \) for \( n \cdot \Delta \), we obtain

\[
M_n = \frac{1}{T} \sum_{i=1}^{n} \mu_{n,i}^2 + \frac{1}{T} \sum_{i=1}^{n} \sigma_{n,i}^2
\]

\[
= (r - \delta)^2 \frac{T}{n} - (r - \delta) \frac{T}{n} I_1 + \frac{1}{4} \frac{T}{n} I_2 + o \left( \frac{1}{n} \right) + I_1
\]

\[
= I_1 + O \left( \frac{1}{n} \right)
\]

(16)
We next apply a similar approach to $\Sigma_n^2$. Using again the relations (14), (15) obtained by Lemma 2.2, simple algebra gives:

$$\Sigma_n^2 = \frac{2}{T^2} \sum_{i=1}^{n} \sigma_{n,i}^4 + \frac{4}{T^2} \sum_{i=1}^{n} \mu_{n,i}^2 \cdot \sigma_{n,i}^2$$

$$= \frac{2}{n} \cdot I_2 + o\left(\frac{1}{n}\right) + 4 \left(1 - \delta\right)^2 \cdot \frac{T}{n^2} I_1 - \left(r - \delta\right) \frac{T}{n^2} I_2 + \frac{1}{4} \cdot \frac{T}{n^2} I_3 + o\left(\frac{1}{n^2}\right)$$

$$= \frac{2}{n} \cdot I_2 + o\left(\frac{1}{n}\right)$$

(17)

From (16) and (17), we have obtained the following result for the conditional distribution of $RV_n$:

$$RV_n \mid F^W_T \sim N \left( I_1 + O\left(\frac{1}{n}\right), \frac{2}{n} \cdot I_2 + o\left(\frac{1}{n}\right) \right)$$

(18)

**The Conditional Normal Scheme.** Keeping the leading order terms in (18), we obtain the approximation, in distribution:

$$RV_n \mid F^W_T \sim N \left( \frac{1}{T} \int_0^T v_t dt, \frac{2}{n} \cdot \frac{1}{T} \int_0^T v_t^2 dt \right).$$

(19)

**Remark:** We note that by keeping the leading order terms, the expectation of the discrete realized variance in equation (19) is approximated with the integrated variance. However, it is known (see, e.g., Broadie, Jain(2008)) that the fair strike of a variance swap on the discrete realized variance becomes larger when the sampling period increases, which implies that the discrete realized variance has a larger expected value than the integrated variance. We analyze this effect in the numerical section.

By virtue of relation (19), we formulate the conditional normal pricing scheme as follows: (a) simulate a variance path $v_t$, $t \in [0, T]$ and compute $I_1$ and $I_2$, (b) price the conditional variance call by setting $M_n = I_1$ and $\Sigma_n = \sqrt{\frac{2}{n} \cdot I_2}$ in formula (9) and (c) average conditional prices by repeating (a), (b). Note that this approach, while no longer requiring to compute the quantities $\mu_{n,i}$ and $\sigma_{n,i}^2$, still requires the simulation of the entire variance path $v_t$ on $[0, T]$ in order to allow us to extract both $I_1$ and $I_2$.

We notice that by Jensen’s inequality $I_2 \geq I_1^2$ and hence the alternative approximation

$$RV_n \mid F^W_T \sim N \left( \frac{1}{T} \int_0^T v_t dt, \frac{2}{n} \left( \frac{1}{T} \int_0^T v_t dt \right)^2 \right)$$

(20)

which underestimates the variance term may cause some underpricing of options on realized variance (at least, relative to (19)). On the other hand,
this approximation will make it possible to simulate just from the law of integrated continuous variance \( I_1 = \frac{1}{T} \int_0^T v_t dt \), without the need to generate the entire variance path \( v_t \) on \([0, T]\). We call this scheme the \textit{Simplified Conditional Normal} scheme. We shall observe, in the numerical examples, that the underpricing is usually small.

\textbf{The Simplified Conditional Black-Scholes Scheme.} It can be shown that approximation (20) is asymptotically equivalent to assuming that the conditional pricing model is Black-Scholes. Specifically, conditional on a realization of the integrated continuous variance \( \frac{1}{T} \int_0^T v_t dt \), suppose the model for the underlying price is Black-Scholes with variance parameter:

\[
\sigma^2 = \frac{1}{T} \int_0^T v_t dt.
\]  

(21)

We have seen that, in a Black-Scholes model, the discretely sampled variance is non-central chi-square distributed \( \chi'(n, \lambda) \). In turn, keeping only the leading order terms in (11), we have that \( \chi'(n, \lambda) \) is approximately \( N(\sigma^2, \frac{2\sigma^4}{n}) \). Replacing the value of \( \sigma^2 \) from (21), we see that the conditional Black-Scholes approach leads, in fact, to approximation (20).

By virtue of relation (20), we formulate the \textit{simplified conditional Black-Scholes} (SCBS) scheme as follows: (a) simulate from the law of integrated continuous variance \( I_1 = \frac{1}{T} \int_0^T v_t dt \), (b) price the conditional variance call by setting \( \sigma^2 = I_1 \) in the \textit{exact} Black-Scholes formula of Lemma 2.1, (c) average conditional prices by repeating (a), (b). We note that the SCBS scheme does not require to simulate the entire path of \( v_t, t \in [0, T] \).

Pursuing further the SCBS scheme, it is possible to derive a simple discretization adjustment requiring \textit{no} Monte-Carlo simulation. Specifically, under the assumption (20) and provided the continuously sampled variance \( I_1 \) posses a Fourier transform in closed-form, we next derive a leading-order discretization adjustment based on a simple Fourier inversion. In the following, we regard the (undiscounted) prices of options on realized variance as functions of the variance strike \( \mathcal{V} = \sigma^2_K \) and define \( C_n, C : \mathbb{R} \to \mathbb{R}_{\geq 0} \) by

\[
C_n(\mathcal{V}) = 1_{\mathcal{V} \geq 0} \cdot \mathbb{E}(RV_n - \mathcal{V})_+ \\
C(\mathcal{V}) = 1_{\mathcal{V} \geq 0} \cdot \mathbb{E}(I_1 - \mathcal{V})_+
\]

where \( I_1 = \frac{1}{T} \int_0^T v_t dt \) and, under the SCBS scheme (20), \( RV_n|\mathcal{F}_T^W \sim N(I_1, \frac{2I_1^2}{n}) \).

Assuming \( \mathbb{E}(RV_n^2) < \infty \) and \( \mathbb{E}(I_1^2) < \infty \), we first check that both functions \( C_n(\cdot) \) and \( C(\cdot) \in L^1(\mathbb{R}) \), i.e. are integrable on \( \mathbb{R} \). For example, we have for
\( C_n(V) : \)

\[
\int_{-\infty}^{\infty} |C_n(V)| dV = \int_{0}^{\infty} E(RV_n - V)_+ dV
\]

\[
= \int_{0}^{RV_n} (RV_n - V) dV = \frac{1}{2} \cdot E(RV_n^2) < \infty
\]

where we interchanged integration and expectation as the integrand is non-negative; an identical argument holds for \( C(V) \). Therefore, both functions will have well defined Fourier transforms, hereafter denoted by \( \hat{C}_n(u) \) and \( \hat{C}(u) \), respectively. The following formula, which first appeared in Carr et al. (2005), can be established for the Fourier transforms:

\[
\hat{C}_n(u) = \int_{-\infty}^{\infty} e^{iuV} \cdot C_n(V) dV = \frac{1 - \varphi_n(u)}{u^2} - i \cdot \frac{E(RV_n)}{u}
\]

\[
\hat{C}(u) = \int_{-\infty}^{\infty} e^{iuV} \cdot C(V) dV = \frac{1 - \varphi(u)}{u^2} - i \cdot \frac{E(I_1)}{u}
\]

where \( \varphi_n(u) = E(e^{iuRV_n}) \) and \( \varphi(u) = E(e^{iuI_1}) \) denote the Fourier transforms of \( RV_n \) and \( I_1 \), respectively.

The key idea is to now consider the difference between the price of options on discrete variance and the price of options on continuous variance by defining the new function \( \Lambda(V) = C_n(V) - C(V) \in L^1(\mathbb{R}) \). Using that \( E(RV_n) = E \left( E \left( RV_n \middle| \mathcal{F}_T \right) \right) = E(I_1) \) and by the linearity of the Fourier transform, we obtain

\[
\hat{\Lambda}(u) = \int_{-\infty}^{\infty} e^{iuV} \cdot \Lambda(V) dV = \hat{C}_n(u) - \hat{C}(u) = \frac{\varphi(u) - \varphi_n(u)}{u^2}.
\]

The resulting discretization adjustment is given by

\[
\hat{\Lambda}(u) = \mathbb{E} \left( e^{iuI_1} \cdot \frac{1 - e^{-u^2I_1^2/n}}{u^2} \right).
\]

Expanding the second term of the product under the expectation and keeping the term of order \( O \left( \frac{1}{n^2} \right) \), we can write

\[
\hat{\Lambda}(u) = E \left( e^{iuI_1} \cdot \frac{I_1^2}{n} \right) + O \left( \frac{1}{n^2} \right) := \hat{\Lambda}_1(u) + O \left( \frac{1}{n^2} \right). \tag{22}
\]

Making use again of the assumption \( E(I_1^2) < \infty \), we have that \( \varphi(u) \), the characteristic function of \( I_1 \), is twice continuously differentiable with respect to \( u \) and \( \frac{\partial^2 \varphi(u)}{\partial u^2} = -E \left( e^{iuI_1} \cdot I_1^2 \right) \). This gives that the leading term \( \hat{\Lambda}_1(u) \) in (22) can be written as

\[
\hat{\Lambda}_1(u) = -\frac{1}{n} \cdot \frac{\partial^2 \varphi(u)}{\partial u^2}
\]
We now proceed to determine the discretization adjustment term that results from considering only the term $\hat{\Lambda}_1(u)$ in the expansion (22). More precisely, we compute

$$
\Lambda_1(V) := \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-iuV} \cdot \hat{\Lambda}_1(u) du = -\frac{1}{\pi} \int_{-\infty}^{\infty} e^{-iuV} \cdot \frac{1}{n} \cdot \frac{\partial^2 \varphi(u)}{\partial u^2} du
$$

$$
= -\frac{1}{\pi n} \left[ e^{-iuV} \cdot \frac{\partial \varphi(u)}{\partial u} \right]_{-\infty}^{\infty} + \int_{-\infty}^{\infty} iV \cdot e^{-iuV} \cdot \frac{\partial \varphi(u)}{\partial u} du
$$

$$
= -\frac{1}{\pi n} \left[ e^{-iuV} \cdot \frac{\partial \varphi(u)}{\partial u} \right]_{-\infty}^{\infty} + iV \cdot e^{-iuV} \cdot \varphi(u)
$$

$$
= -\int_{-\infty}^{\infty} V^2 \cdot e^{-iuV} \cdot \varphi(u) du
$$

$$
= \frac{\gamma^2}{n} \cdot \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-iuV} \cdot \varphi(u) du
$$

where both boundary terms, resulting from the integration by parts, will vanish by a simple application of the classical Riemann-Lebesgue lemma (see, for example, Feller (1991)). Finally, we obtain

$$
\Lambda_1(V) = \frac{\gamma^2}{n} \cdot \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-iuV} \cdot \varphi(u) du. \quad (23)
$$

We notice that the computation of the discretization adjustment term $\Lambda_1(V)$ involves a simple Fourier inversion of $\varphi(u)$. Alternatively, the discretization adjustment can be written more compactly as

$$
\Lambda_1(V) = \frac{\gamma^2}{n} \cdot q(V) \geq 0 \quad (24)
$$

where $q(V)$ denotes the density of the continuously sampled variance $I_1 = \frac{1}{T} \int_0^T v dt$. Both representations (23) and (24) provide a remarkably simple formula for the leading order discretization adjustment term.

For completeness, we note that (under the SCBS scheme) the Fourier transforms of $RV_n$ and $I_1$ can also be linked as follows:

$$
\varphi_n(u) = \mathbb{E} \left( e^{iuRV_n} \right) = \mathbb{E} \left( \mathbb{E} \left( e^{iuRV_n} | X_T^W \right) \right) = \mathbb{E} \left( e^{iuI_1 - \frac{u^2 I_1^2}{n}} \right)
$$

$$
= \mathbb{E} \left[ e^{iuI_1} \left( 1 - \frac{u^2 I_1^2}{n} + O \left( \frac{1}{n^2} \right) \right) \right]
$$

$$
= \varphi(u) - u^2 \mathbb{E} \left[ e^{iuI_1} \frac{I_1^2}{n} \right] + O \left( \frac{1}{n^2} \right)
$$

$$
= \varphi(u) - u^2 \frac{\partial^2 \varphi(u)}{\partial u^2} + O \left( \frac{1}{n^2} \right). \quad (25)
$$
Formula (25) can be used to approximate the price of options on discrete realized variance by using it directly in a standard Fourier option pricer as in Sepp(2008, 2012).

We note that, as expected, the discretization adjustment in (23)-(24) is non-negative reflecting that options on discrete variance are more expensive than options on continuous variance. Therefore, if we work in a stochastic volatility model which admits a closed-form solution for $\varphi(u)$ (e.g. Heston(1993) or the 3/2 model in Carr, Sun(2007)), we first price options on continuously sampled variance using standard Fourier methods from the literature and then add the positive adjustment term (23)-(24), which is also computable by simple Fourier inversion.

3 Summary of methods

We summarize here the different numerical methods which will be used to compute the price of options on discretely sampled variance. The numerical performance of these methods will be detailed in Section 4.

- Continuous Sampling: Options on quadratic variation are priced using Fourier transform methods. The Fourier-Laplace Transform of the option price is inferred from the transform of the integrated variance and we use a Gamma distributed random variable as control variate as in Drimus(2012); the numerical inversion is performed using the technique of Iseger(2006). As the discretization effect is neglected, the prices of options on discrete realized variance are expected to be higher than those obtained with this method. This phenomenon was previously discussed in Bühler(2009), Gatheral(2008), Keller-Ressel, Muhle-Karbe(2010), Sepp(2012), and Keller-Ressel, Griessler(2012).

- Monte Carlo sampling: The prices of options on variance are obtained by Monte-Carlo simulation of the SDE (1), (2) by the technique in Andersen(2008): the simulation technique combines the exact simulation scheme of Broadie, Kaya(2006) with a numerically efficient local moment-matching method. We use the prices obtained with this method as reference prices; the number of Monte Carlo paths used is 150,000 and the step size is one business day ($dt = \frac{1}{252}$).

• Conditional Normal method: Options on discrete realized variance are priced by simulating paths of the variance process and computing the average of the conditional option prices over all paths. This method is based on the result that the law of realized variance, conditional on the variance path, is asymptotically normal by Theorem 2.1. The conditional moments of realized variance, \( M_n \) and \( \Sigma^2_n \), are approximated by applying Lemma 2.2; conditional option prices are finally obtained using formula (9). The main drawback of this method is that it requires to simulate the entire path of the variance process.

• Simplified Conditional Normal method: Prices of options are obtained by simulating from the law of the integrated variance. The Laplace transform of the integrated variance in a CIR model is known in closed-form, see for example Cox et al. (1985) or Dufresne (2001). Fourier inversion allows recovering the cumulative distribution function of the integrated variance which, applied to uniformly distributed random variables, generates a sample from the law of integrated variance. The conditional option prices are calculated using formula (9). Compared to the conditional normal approach, this method does not require to simulate the entire path of the variance process.

• Simplified Conditional Black-Scholes (SCBS): Prices of options on discrete realized variance are computed by simulating from the law of integrated variance and calculating the conditional option prices using the exact formula in Lemma 2.1. This approach is equivalent to assuming that the conditional model is Black-Scholes with variance parameter equal to the realization of the integrated continuous variance. As in the simplified conditional normal method, this approach does not require to simulate the entire path of the variance process.

• Fourier-based discretization adjustment: Prices of options on realized variance are represented as the sum of the price of an option on quadratic variation and a discretization adjustment term, both computed using Fourier techniques. The discretization adjustment term is computed using equation (23).

4 Numerical Examples

In this section, we consider a standard Heston (1993) model. We examine two different parameter sets. The reference set \( P_1 \) results from the estimation in the study of Bakshi, Cao, Chen (1997) for the S&P500 index. The estimated parameters are \((v_0, k, \theta, \epsilon, \rho)_{P_1} = (18.65\%^2, 1.15, 18.65\%^2, 0.39, -0.64)\).

The second set \( P_2 \) is a slight modification of the first one and aims to analyze the effect of a strongly negative correlation coefficient: \((v_0, k, \theta, \epsilon, \rho)_{P_2} = (18.65\%^2, 1.15, 18.65\%^2, 0.39, -0.64)\).
Figure 1: Relative errors in prices of OTM options on discrete realized variance using the parameter set $\mathcal{P}_1$. The sampling frequency is one day. The left part of the graphs (moneyness smaller than 1) corresponds to OTM puts whereas the right part (moneyness larger than 1) corresponds to OTM calls.

$(18.65\%, 1.15, 18.65\%, 0.39, -0.9)$. Indeed, Bernard, Cui(2014) show that the leverage coefficient plays an important role in the convergence of the fair strike of the discrete variance swap rate.

We analyze the performance of the different methods summarized in Section 3 in terms of out-of-the-money (OTM) option price error across a wide range of volatility strikes, for three different maturities (1 month, 6 months and one year) and for different sampling frequencies ranging from one to five days. The relative error of the methods as a function of the moneyness $\frac{\sigma^2}{v_0}$ is displayed in Figures 1, 2, 4, 3 which correspond to parameter sets $\mathcal{P}_1$ and $\mathcal{P}_2$ and different sampling frequencies. Note that the part of the figures which is to the left of moneyness 1 corresponds to the error made in pricing OTM put options, whereas the part to the right of moneyness 1 represents the error made in pricing OTM call options. This justifies the kink at moneyness equal to 1 in some of the figures. The average relative differences of the prices of each method compared to those of the Monte Carlo method
Figure 2: Relative errors in prices of OTM options on discrete realized variance using the parameter set $P_2$ (more negative value of $\rho$). The sampling frequency is one day. The left part of the graphs (moneyness smaller than 1) corresponds to OTM puts whereas the right part (moneyness larger than 1) corresponds to OTM calls.

for different levels of moneynesses are listed in Tables 1 and 2. The upper part of the tables describes the results for a daily sampling frequency of the realized variance, whereas the lower part uses a sampling period of five days. Results for intermediate sampling frequencies are not displayed but available upon request. Tables 1 and 2 also report the computational time needed for each method to calculate the price for all strikes in seconds, on an Intel Core i7-2820QM CPU 2.30GHz.

As expected, we observe that the continuous sampling method underprices options for all strikes and parameter sets. Whereas the bias is rather small for longer maturities, it becomes non negligible for shorter maturities. This method is computationally much less intensive than Monte Carlo simulations, however, its performance is almost systematically outperformed by the Simplified Conditional Normal method (except for out-of-the-money puts with short times-to-maturities), whose computational time is also less than a second per option.
Relative errors in prices of OTM options on discrete realized variance using the parameter set $P_1$. The sampling frequency is five days. The left part of the graphs (moneyness smaller than 1) corresponds to OTM puts whereas the right part (moneyness larger than 1) corresponds to OTM calls.

Sepp(2012)’s approximation performs well in the at-the-money (ATM) region but overprices deep out-of-the-money (OTM) put options and underprices deep out-the-money (OTM) call options. It is appealing near the ATM level and appears to be among the fastest methods considered.

For short maturities, we find that the Conditional Black-Scholes method is the one which performs the best. The Fourier-based discretization adjustment underprices OTM put options and the Conditional Normal methods overprices them. Both underprice OTM calls. The errors are magnified when the leverage coefficient is larger in absolute value, however the Conditional Black-Scholes method remains the preferred choice for short maturities, with very small relative errors.

When the maturity increases, we find that the best method becomes the Fourier-based discretization adjustment which is both fast and accurate.

We remark that in the right part of the smile all methods tend to slightly underprice options. As explained in Section 2, one of the reasons is that the simplified conditional methods approximate the expected value of discrete realized variance by the expected value of the integrated variance.
Figure 3: Relative errors in prices of OTM options on the discrete realized variance using the parameter set $P_2$ (more negative value of $\rho$). The sampling frequency is five days. The left part of the graphs (moneyness smaller than 1) corresponds to OTM puts whereas the right part (moneyness larger than 1) corresponds to OTM calls.

Comparing the relative errors for two distinct values of $\rho$ did not highlight a significant deterioration of the performance of the approximations when the leverage becomes more negative. Additionally, the same numerical experiments were performed also with a different suite of parameters: in particular we considered the case when $\theta > v_0$, which is often encountered in practice. The parameter sets become $(v_0, k, \theta, \epsilon, \rho)_{P_3} = (15\%, 1.15, 20\%, 0.39, -0.64)$ and, combined with a strongly negative correlation coefficient: $(v_0, k, \theta, \epsilon, \rho)_{P_4} = (15\%, 1.15, 20\%, 0.39, -0.9)$. The results remain qualitatively unchanged; results are reported in Appendix C.

In summary, for short-maturity options, we recommend using the Conditional Black-Scholes method. For mid-term to long-maturity options, we recommend using the Fourier-based discretization adjustment, which is fast and accurate.
Table 1: OTM option prices under parameter sets $P_3$ and $P_4$. "OTM put" refers to an option with moneyness (Strike/$v_0$) 0.6, "ATM" to an option with moneyness 1 and "OTM call" to an option with moneyness 1.5. Prices are in percentages. The computational time is in seconds.

<table>
<thead>
<tr>
<th>T = 1 month</th>
<th>T = 6 months</th>
<th>T = 1 year</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OTM put</td>
<td>ATM</td>
</tr>
<tr>
<td><strong>Parameter set $P_1$</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monte Carlo</td>
<td>0.0902</td>
<td>0.6410</td>
</tr>
<tr>
<td>Cont. sampling</td>
<td>0.0369</td>
<td>0.4640</td>
</tr>
<tr>
<td>Sepp's approx.</td>
<td>0.1376</td>
<td>0.6312</td>
</tr>
<tr>
<td>Cond. Normal</td>
<td>0.1156</td>
<td>0.6420</td>
</tr>
<tr>
<td>Simp. Cond. BS</td>
<td>0.0922</td>
<td>0.6280</td>
</tr>
<tr>
<td>Discr. Adj.</td>
<td>0.0806</td>
<td>0.6754</td>
</tr>
<tr>
<td><strong>Parameter set $P_2$</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monte Carlo</td>
<td>0.0824</td>
<td>0.6412</td>
</tr>
<tr>
<td>Cont. sampling</td>
<td>0.0369</td>
<td>0.4640</td>
</tr>
<tr>
<td>Sepp's approx.</td>
<td>0.1376</td>
<td>0.6312</td>
</tr>
<tr>
<td>Cond. Normal</td>
<td>0.1153</td>
<td>0.6425</td>
</tr>
<tr>
<td>Simp. Cond. BS</td>
<td>0.0925</td>
<td>0.6306</td>
</tr>
<tr>
<td>Discr. Adj.</td>
<td>0.0806</td>
<td>0.6574</td>
</tr>
</tbody>
</table>

2 - Sampling frequency every five days

<table>
<thead>
<tr>
<th>T = 1 month</th>
<th>T = 6 months</th>
<th>T = 1 year</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OTM put</td>
<td>ATM</td>
</tr>
<tr>
<td><strong>Parameter set $P_1$</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monte Carlo</td>
<td>0.3361</td>
<td>1.0499</td>
</tr>
<tr>
<td>Cont. sampling</td>
<td>0.0369</td>
<td>0.4640</td>
</tr>
<tr>
<td>Sepp's approx.</td>
<td>0.4129</td>
<td>1.0512</td>
</tr>
<tr>
<td>Cond. Normal</td>
<td>0.4988</td>
<td>1.1085</td>
</tr>
<tr>
<td>Simp. Cond. BS</td>
<td>0.4787</td>
<td>1.0935</td>
</tr>
<tr>
<td>Discr. Adj.</td>
<td>0.2666</td>
<td>1.4792</td>
</tr>
<tr>
<td><strong>Parameter set $P_2$</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monte Carlo</td>
<td>0.3185</td>
<td>1.0401</td>
</tr>
<tr>
<td>Cont. sampling</td>
<td>0.0369</td>
<td>0.4640</td>
</tr>
<tr>
<td>Sepp's approx.</td>
<td>0.4129</td>
<td>1.0512</td>
</tr>
<tr>
<td>Cond. Normal</td>
<td>0.4981</td>
<td>1.1091</td>
</tr>
<tr>
<td>Simp. Cond. BS</td>
<td>0.4792</td>
<td>1.0918</td>
</tr>
<tr>
<td>Discr. Adj.</td>
<td>0.2666</td>
<td>1.4792</td>
</tr>
</tbody>
</table>
5 Conclusion

Discrete sampling has significant impact on the valuation of options on realized variance. We start by providing a characterization of this effect in Theorem 2.1 under general stochastic volatility dynamics and construct several methods for pricing options on discrete variance.

We remark among the various methods, the conditional Black-Scholes method and the Fourier-based discretization adjustment; the latter leads to the remarkably simple and tractable leading-order discretization adjustment term obtained in equation (23). The result can be implemented in any stochastic volatility model which admits a closed-form expression for the Fourier transform of continuously sampled variance; important examples of models where our result is directly applicable include both affine stochastic volatility models (e.g. Heston (1993)) as well as tractable non-affine models, such as the 3/2 model in Lewis (2000) and Carr, Sun (2007).

Finally, we perform an extensive numerical study which compares the performance of the different approximations. Based on accuracy and computational time, we show that the conditional Black-Scholes scheme performs the best for short-maturity options, whereas we recommend using the Fourier-based discretization adjustment for mid- to long-maturity options.

6 Appendix A

As a lemma of Theorem 2.1 we shall use the Lindeberg-Feller generalized CLT (see, for example, Ferguson(1996)) as formulated in Theorem 6.1.

**Theorem 6.1** (Generalized CLT: Lindeberg-Feller). Let $Z_{n,i}, n = 1, 2, \ldots i = 1, 2, \ldots, n$ be a triangular sequence of random variables such that $E(Z_{n,i}) = 0$, $E(Z_{n,i}^2) < \infty$ and for each fixed $n = 1, 2, \ldots$ the random variables $Z_{n,1}, Z_{n,2}, \ldots, Z_{n,n}$ are independent. If the Lindeberg condition is satisfied i.e. for all $\epsilon > 0$

$$\lim_{n \to \infty} \frac{1}{s_n^2} \sum_{i=1}^{n} \mathbb{E} \left( |Z_{n,i}|^2; |Z_{n,i}| > \epsilon \cdot s_n \right) = 0$$

(26)

where $s_n^2 = \sum_{i=1}^{n} \mathbb{E} \left( Z_{n,i}^2 \right)$, then we have the convergence in distribution

$$\frac{Z_{n,1} + Z_{n,2} + \ldots + Z_{n,n}}{s_n} \overset{d}{\to} N(0, 1).$$

(27)

To verify the Lindeberg condition (26), it is usually easier to check the sufficient condition of Lyapunov (see, for example, Petrov (1995)). Specifi-
cally, if there exists $\delta > 0$ such that
\[
\lim_{n \to \infty} \frac{1}{s_n^{2+\delta}} \sum_{i=1}^{n} E \left( |Z_{n,i}|^{2+\delta} \right) = 0
\] (28)
then the conclusion of the Lindeberg-Feller theorem (27) holds.

7 Appendix B

To establish bounds on the approximation (9), we use the following generalization of the Berry-Esseen inequalities due to Bikelis(1966), and which can also be found in Petrov(2007).

**Theorem 7.1** (Bikelis). Assume $Z_1, Z_2, \ldots, Z_n$ are independent random variables with mean zero and $E \left( |Z_i|^3 \right) < \infty$. Let $s_n^2 = \sum_{i=1}^{n} E \left( Z_i^2 \right)$ and $L_n = s_n^{-3} \sum_{i=1}^{n} E \left( |Z_i|^3 \right)$. If $F_n(x)$ denotes the distribution function defined as
\[
F_n(x) = P \left( \frac{\sum_{i=1}^{n} Z_i}{s_n} \leq x \right)
\]
then, for any $x \in \mathbb{R}$, we have
\[
|F_n(x) - N(x)| \leq \frac{A \cdot L_n}{(1 + |x|)^3}
\]
where $N(\cdot)$ is the standard normal CDF and $A$ is an absolute positive constant.

By making use of Theorem 7.1, we can provide a bound on the difference between the conditional variance call price $C(\sigma_K) = E \left( \left( R V_n - \sigma_K^2 \right)_+ |F_T^W \right)$ and the conditional normal approximation $C^\sigma(\sigma_K)$ in (9).

**Proposition 7.1.** If $\sigma_K^2 \leq M_n$, then
\[
\left| C(\sigma_K) - C^\sigma(\sigma_K) \right| \leq \frac{A \cdot \Sigma_n \cdot L_n}{2 \left( 1 + \frac{M_n - \sigma_K^2}{\Sigma_n} \right)^2}.
\]
If $\sigma_K^2 > M_n$, then
\[
\left| C(\sigma_K) - C^\sigma(\sigma_K) \right| \leq A \cdot \Sigma_n \cdot L_n \cdot \left( 1 - \frac{1}{2 \left( 1 + \frac{\sigma_K^2 - M_n}{\Sigma_n} \right)^2} \right).
\]
where $L_n = s_n^{-3} \sum_{i=1}^{n} E \left( |Y_{n,i}|^3 \right)$ with $Y_{n,i}$ as follows:
\[
Y_{n,i} = \log^2 \left( \frac{S_t_i}{S_t_{i-1}} \right) - (\mu_{n,i}^2 + \sigma_{n,i}^2)
\] (29)
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Proof of Proposition 7.1 Integration by parts shows that for any random variable $X$ with $E|X| < \infty$ and distribution function $F(x)$ we have

$$E(X - \sigma_K^2) = E(X) - \sigma_K^2 + \int_{-\infty}^{\sigma_K^2} F(x)dx. \quad (30)$$

For a fixed $n \geq 1$, we consider the sequence of independent random variables $Y_{n,1}, Y_{n,2}, \ldots, Y_{n,n}$ defined in (29). We have $E(Y_{n,i}) = 0$ and $E(|Y_{n,i}|^3) < \infty$; the exact formula for $E(|Y_{n,i}|^3)$ can be found in Lemma 7.1. Using that

$$\sum_{i=1}^{n} Y_{n,i} = \sum_{i=1}^{n} \frac{1}{\Sigma_n} \left( RV_n - \sum_{i=0}^{n} \frac{\mu_{n,i}^2 + \sigma_{n,i}^2}{n \cdot \Delta} \right)$$

the Theorem 7.1 of Bikelis implies

$$\left| F_{RV_n}(\Sigma_n \cdot x + M_n) - N(x) \right| \leq \frac{A \cdot L_n}{(1 + |x|)^3}$$

or, equivalently

$$\left| F_{RV_n}(x) - N\left( \frac{x - M_n}{\Sigma_n} \right) \right| \leq \frac{A \cdot L_n}{\left(1 + \left| \frac{x - M_n}{\Sigma_n} \right| \right)^3} \quad (31)$$

where $F_{RV_n}$ denotes the conditional distribution of the discretely sampled variance and $L_n = s_n^{-3} \cdot \sum_{i=1}^{n} E(|Y_{n,i}|^3)$. By (30) and (31) we have

$$\left| C(\sigma_K) - C^n(\sigma_K) \right| \leq \int_{-\infty}^{\sigma_K^2} \left| F_{RV_n}(x) - N\left( \frac{x - M_n}{\Sigma_n} \right) \right| dx = \int_{-\infty}^{\sigma_K^2} \frac{A \cdot L_n}{\left(1 + \left| \frac{x - M_n}{\Sigma_n} \right| \right)^3} dx.$$

Making the change of variable $\frac{x-M_n}{\Sigma_n} = y$ the remaining calculations are straightforward. For example, in the case $\sigma_K^2 \leq M_n$ the integral becomes

$$\int_{-\infty}^{\frac{\sigma_K^2-M_n}{\Sigma_n}} \frac{A \cdot \Sigma_n \cdot L_n}{(1-y)^3} dy = \frac{A \cdot \Sigma_n \cdot L_n}{2 \left(1 + \frac{M_n-\sigma_K^2}{\Sigma_n} \right)^2}.$$

The case $\sigma_K^2 > M_n$ is solved similarly. \qed

Proof of Lemma 2.1 In the main text, we showed that, in the Black-Scholes model, $RV_n \overset{d}{=} \frac{\sigma}{\sqrt{n}} \cdot \chi'(n, \lambda)$ where

$$\lambda = \left( \frac{r - \delta - \sigma^2 T}{\sigma^2} \right)^2 T$$
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and $\chi'(n, \lambda)$ denotes the non-central chi-square distribution with $n$ degrees of freedom and non-centrality parameter $\lambda$. We recall the density of a $\chi'(n, \lambda)$ random variable:

$$f_{\chi'}(x; \lambda, n) = \sum_{i=0}^{\infty} \frac{e^{-\lambda/2} \cdot \left(\frac{\lambda}{2}\right)^i}{i!} \cdot f_{\chi}(x; n + 2i)$$

where $f_{\chi}(x; n)$ denotes the PDF of a chi-square random variable with $n$ degrees of freedom:

$$f_{\chi}(x; n) = \frac{1}{2^{n/2} \Gamma(n/2)} x^{n/2-1} e^{-x/2} \cdot 1_{x>0}.$$ 

It is straightforward to show that $x \cdot f_{\chi}(x; n) = n \cdot f_{\chi}(x; n + 2)$, which in turn allows us to write

$$x \cdot f_{\chi'}(x; \lambda, n) = \sum_{i=0}^{\infty} \frac{e^{-\lambda/2} \cdot \left(\frac{\lambda}{2}\right)^i}{i!} \cdot (n + 2i) \cdot f_{\chi}(x; n + 2 + 2i) = n \cdot f_{\chi'}(x; \lambda, n + 2) + \lambda \cdot f_{\chi'}(x; \lambda, n + 4). \quad (32)$$

The expectation to compute becomes

$$E\left(\frac{\sigma^2}{n} \cdot \chi'(n, \lambda) - \sigma^2_k\right) = \int_{-\infty}^{\infty} \left(\frac{\sigma^2}{n} \cdot x - \sigma^2_k\right) \cdot f_{\chi'}(x; \lambda, n) \, dx$$

Using property (32) derived above, the result follows immediately. □

**Lemma 7.1.** If we let

$$Y_{n,i} = \log^2 \left(\frac{S_{t_i}}{S_{t_{i-1}}}\right) - \left(\mu_{n,i}^2 + \sigma_{n,i}^2\right)$$

we have

$$E|Y_{n,i}|^3 = \sigma_{n,i}^6 \left(\Psi(d_+) \cdot \phi(d_-) - \Psi(d_-) \cdot \phi(d_+) + (48\alpha^2 + 16) \cdot (N(d_-) - N(d_+)) + 24\alpha^2 + 9\right)$$

where

$$d_{\pm} = \frac{-\mu_{n,i} \pm \sqrt{\mu_{n,i}^2 + \sigma_{n,i}^2}}{\sigma_{n,i}}.$$

and

$$\Psi(d) = 2d^5 + 12\alpha d^4 + (24\alpha^2 + 4)d^3 + (16\alpha^3 + 24\alpha)d^2 + (48\alpha^2 + 18)d + 32\alpha^3 + 60\alpha$$

with $\alpha = \frac{\mu_{n,i}}{\sigma_{n,i}}$. 
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Proof To simplify notation we drop the subscripts and let $\mu_{n,i} = \mu$ and $\sigma_{n,i} = \sigma$. We note that

$$Y_{n,i} \overset{d}{=} ((\mu + \sigma \cdot N(0,1))^2 - \mu^2 - \sigma^2$$

where $N(0,1)$ denotes a standard normal variable. We thus have to compute

$$\int_{-\infty}^{\infty} \left((\mu + \sigma \cdot x)^2 - \mu^2 - \sigma^2\right)^3 \cdot \phi(x)dx$$

where $\phi(x)$ denotes the standard normal density. By solving

$$(\mu + \sigma \cdot x)^2 - \mu^2 - \sigma^2 = 0 \iff \sigma^2 \cdot x^2 + 2\mu\sigma \cdot x - \sigma^2 = 0$$

we obtain the roots

$$d_\pm = -\mu \pm \sqrt{\frac{\mu^2 + \sigma^2}{\sigma}}.$$

Separating the positive and negative regions of the modulus, the integration becomes

$$\sigma^6 \cdot \left[ \int_{-\infty}^{d_-} (x^2 + 2\alpha \cdot x - 1)^3 \cdot \phi(x)dx - \int^{d_+}_{d_-} (x^2 + 2\alpha \cdot x - 1)^3 \cdot \phi(x)dx 
+ \int_{d_+}^{\infty} (x^2 + 2\alpha \cdot x - 1)^3 \cdot \phi(x)dx \right]$$

where we put $\alpha = \frac{\mu}{\sigma}$. To compute these integrals, we note that by letting $u_n(x) = \int x^n \cdot \phi(x)dx$ and making use of the relationship

$$u_n(x) = -x^{n-1} \cdot \phi(x) + (n - 1) \cdot u_{n-2}(x)$$

with $u_0(x) = N(x)$ and $u_1(x) = -\phi(x)$, we obtain

$$u_2(x) = -x\phi(x) + N(x)$$
$$u_3(x) = -(x^2 + 2) \cdot \phi(x)$$
$$u_4(x) = -(x^3 + 3x) \cdot \phi(x) + 3 \cdot N(x)$$
$$u_5(x) = -(x^4 + 4x^2 + 8) \cdot \phi(x)$$
$$u_6(x) = -(x^5 + 5x^3 + 15x) \cdot \phi(x) + 15 \cdot N(x).$$

Finally, the remaining steps involve only algebraic calculations to arrive at the result stated in the lemma.

8 Appendix C
Table 2: OTM option prices under parameter sets $P_3$ and $P_4$. "OTM put" refers to an option with moneyness (Strike/$v_0$) 0.6, "ATM" to an option with moneyness 1 and "OTM call" to an option with moneyness 1.5. Prices are in percentages. The computational time is in seconds.

<table>
<thead>
<tr>
<th>T = 1 month</th>
<th>T = 6 months</th>
<th>T = 1 year</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OTM put</td>
<td>ATM</td>
</tr>
<tr>
<td></td>
<td>Comp. time</td>
<td>OTM put</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Comp. time</td>
</tr>
<tr>
<td>Daily sampling frequency</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parameter set $P_3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monte Carlo</td>
<td>0.0749</td>
<td>0.4327</td>
</tr>
<tr>
<td>Cont. sampling</td>
<td>0.0416</td>
<td>0.3322</td>
</tr>
<tr>
<td>Sepp's approx.</td>
<td>0.1112</td>
<td>0.4314</td>
</tr>
<tr>
<td>Cond. Normal</td>
<td>0.0902</td>
<td>0.4357</td>
</tr>
<tr>
<td>Simp. Cond. BS</td>
<td>0.0468</td>
<td>0.4306</td>
</tr>
<tr>
<td>Discr. Adj.</td>
<td>0.0706</td>
<td>0.4341</td>
</tr>
<tr>
<td>Parameter set $P_4$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monte Carlo</td>
<td>0.0687</td>
<td>0.4330</td>
</tr>
<tr>
<td>Cont. sampling</td>
<td>0.0416</td>
<td>0.3322</td>
</tr>
<tr>
<td>Sepp's approx.</td>
<td>0.1112</td>
<td>0.4314</td>
</tr>
<tr>
<td>Cond. Normal</td>
<td>0.0902</td>
<td>0.4360</td>
</tr>
<tr>
<td>Simp. Cond. BS</td>
<td>0.0763</td>
<td>0.4259</td>
</tr>
<tr>
<td>Discr. Adj.</td>
<td>0.0706</td>
<td>0.4341</td>
</tr>
<tr>
<td>2 - Sampling frequency every five days</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parameter set $P_3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monte Carlo</td>
<td>0.2215</td>
<td>0.6839</td>
</tr>
<tr>
<td>Cont. sampling</td>
<td>0.0416</td>
<td>0.3322</td>
</tr>
<tr>
<td>Sepp's approx.</td>
<td>0.2927</td>
<td>0.6934</td>
</tr>
<tr>
<td>Cond. Normal</td>
<td>0.3375</td>
<td>0.7160</td>
</tr>
<tr>
<td>Simp. Cond. BS</td>
<td>0.3184</td>
<td>0.7199</td>
</tr>
<tr>
<td>Discr. Adj.</td>
<td>0.1938</td>
<td>0.8669</td>
</tr>
<tr>
<td>Parameter set $P_4$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monte Carlo</td>
<td>0.2085</td>
<td>0.6819</td>
</tr>
<tr>
<td>Cont. sampling</td>
<td>0.0416</td>
<td>0.3322</td>
</tr>
<tr>
<td>Sepp's approx.</td>
<td>0.2927</td>
<td>0.6934</td>
</tr>
<tr>
<td>Cond. Normal</td>
<td>0.3374</td>
<td>0.7160</td>
</tr>
<tr>
<td>Simp. Cond. BS</td>
<td>0.3188</td>
<td>0.7210</td>
</tr>
<tr>
<td>Discr. Adj.</td>
<td>0.1938</td>
<td>0.8669</td>
</tr>
</tbody>
</table>
References


